
 

 

Sinkron : Jurnal dan Penelitian Teknik Informatika 
Volume 7, Number 2, April 2023 

DOI : https://doi.org/10.33395/sinkron.v8i2.12218  

e-ISSN : 2541-2019 
 p-ISSN : 2541-044X 

 

 

*name of corresponding author 
  

 
This is an Creative Commons License This work is licensed under a Creative 

Commons Attribution-NonCommercial 4.0 International License. 647 

 

Comparison of Accuracy in Detecting Tomato 

Leaf Disease with GoogleNet VS 

EfficientNetB3 
 

Adi Dwifana Saputra1), Djarot Hindarto2*), Ben Rahman3), Handri Santoso4) 
1,4) Program Studi Bigdata & IoT, Universitas Pradita, Indonesia 

2,3) Program Studi Informatika, Fakultas Teknologi Komunikasi dan Informatika, Universitas Nasional, 
1)adi.dwifana@student.pradita.ac.id, 2*)djarot.hindarto@civitas.unas.ac.id, 3) benrahman@civitas.unas.ac.id, 4) 

handri.santoso@pradita.ac.id 

 

Submitted : Feb 21, 2023 | Accepted : Feb 22, 2023 | Published : Apr 1, 2023 

 

Abstract:  Tomato diseases vary greatly, one of which is tomato leaf disease. Some 

variants of leaf diseases include late blight, septoria leaf, yellow leaf curl virus, 

bacteria, mosaic virus, leaf fungus, two-spotted spider mite, and powdery mildew. 

By knowing the disease on tomato leaves, you can find medicine for the disease. So 

that it can increase the production of tomatoes with good quality and a lot of quantity. 

The problem that often occurs is that farmers cannot determine the disease in plants, 

they try to find suitable herbal medicines for their plants. After being given the drug, 

many plants actually died due to the pesticides given to the tomato plants. This is 

detrimental to tomato farmers. This problem is caused by incorrect disease detection. 

Therefore, this study aims to solve the problem of disease detection in tomato plants, 

in a more specific case, namely tomato leaves. Detection in this study uses a deep 

learning algorithm that uses a Convolutional Neural Network, specifically 

GoogleNet and EfficientNetB3. The dataset used comes from kaggle and google 

image. Both data sets have been pre-processed to match the data set class. Image 

preprocessing is performed to produce appropriate image datasets and improve 

performance accuracy. The dataset is trained to get the model. The training using 

GoogleNet resulted in an accuracy of 98.10%, loss of 0.0602 and using 

EfficientNetB3 resulted in an accuracy of 99.94%, loss: 0.1966.    

 

Keywords: Convolutional Neural Network; Dataset; EfficientNetB3; GoogleNet; 
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INTRODUCTION 

Tomato plants come from the Americas, spread from Central America to South America. Tomato plants were 

first cultivated by the Aztecs and Incas in 700 BC. The spread of tomatoes in Indonesia started from the Philippines 

and other Asian countries in the 18th century (Shabira et al., 2020). Tomato plants generally live in the highlands, 

but the increase in people's need for consumption requires an expansion of the planting area, namely in the 

lowlands. Tomato plants that live in the lowlands still experience a decline in production due to the inability of 

these plants to the environment (Wijayani & Widodo, 2005). Efforts to develop tomatoes in Aceh have increased 

every year, in line with high market demand. To offset this demand, tomato cultivation needs to be continuously 

developed, both in terms of expanding the planting area and improving the genetic properties of plants. However, 

there are obstacles to the development of tomato cultivation in the lowlands, namely, the lack of superior varieties 

suitable for cultivation in the lowlands (Purwati & Khairunisa, 2007). 

Tomato is a very important vegetable crop in the food industry (Sangeetha et al., 2023), (Ahmadbeyki et al., 

2023). Without the presence of tomatoes, it feels less delicious in cooking. Indonesia has produced a lot of 

tomatoes, where the growth of tomatoes is very dependent on the health of the tomato plants. If the cultivation of 

tomato plants is disturbed, the production of tomatoes will be disrupted. Therefore, plant health needs to be 

maintained and maintained. Many tomatoes plant diseases attack such as leaves, stems, roots and fruit. Diseases 

of tomato plants need to be done with uses such as drugs for diseases or the use of pesticides. Pesticides will work 

optimally if used appropriately for certain diseases. One type of pesticide is not able to cure all diseases in tomato 

plants. This is what makes tomato farmers lose money, if farmers do not understand the types of diseases in plants. 

Most farmers do not have knowledge of diseases, so by buying certain products, they may not be able to cure plant 
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diseases. Sometimes there are sales of pesticide products providing information that may not necessarily cure 

diseases in plants. 

Of the several diseases in tomato plants, this research focuses on tomato leaf diseases. Various types of 

tomato leaf diseases in fig 1, are examples of healthy tomato leaves. This can be a consideration for the comparison 

process with tomato leaves affected by the disease. 

 

 

 
Fig. 1 Healthy tomato plants. 

Source: Google Image 

 

 

 
Fig. 2 Tomato leaf disease 

Source: Kaggle 

 

Fig. 2 is a dataset containing diseases on tomato leaves. The dataset in this research contains images of tomato 

leaves. This research processes disease images on tomato leaves. Later the image will be extracted for further 
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processing using the Deep Learning algorithm for the field of computer vision. The purpose of this research is to 

detect diseases on tomato leaves using the GoogleNet and EfficientNet B3 algorithms. Next, do a comparison 

between GoogleNet and EfficeintNet B3. 

 

LITERATURE REVIEW 

Previous research has discussed a lot about tomato leaf diseases using machine learning and deep learning. 

In table 1, it describes the research that has discussed diseases on tomato leaves, using machine learning methods 

and deep learning methods. 

 

Table 1. The discussion of tomato leaf disease research uses machine learning and deep learning 

Reference Title Advantages Weakness 

(Alviansyah et 

al., 2017) 

Identification of Diseases 

in Tomato Plants Based on 

Leaf Color and Shape 

Using the Web-Based 

Naive Bayes Classifier 

Method 

Detecting disease on tomato 

leaves using the sobel operator 

edge method and the naïve 

bayes classifier method. In this 

study the accuracy reached 

82.98%. 

In the study "Identification 

of Diseases in Tomato 

Plants Based on Leaf 

Color and Shape Using the 

Web-Based Naive Bayes 

Classifier Method" using a 

small dataset, namely an 

image dataset of around 47 

images. 

(Putri, 2021) Implementation of 

Backpropagation Artificial 

Neural Network (ANN) for 

Classifying Types of 

Diseases on Tomato Plant 

Leaves 

In this research detects diseases 

on tomato leaves using the 

Artificial Neural Network 

(ANN) method with the 

Backpropagation method. 

Accuracy in this research 

reached 78%. 

The research 

“Implementation of 

Backpropagation Artificial 

Neural Network (ANN) 

for Classifying Types of 

Diseases on Tomato Plant 

Leaves” uses a dataset of 

50 images of diseased 

tomato leaves and a 

dataset of 50 images of 

healthy leaves. The image 

dataset is too small for the 

use of the Artificial Neural 

Network (ANN) method. 

(Felix et al., 

2019) 

Implementation of CNN 

and SVM for Identification 

of Tomato Diseases via 

Leaves 

Research by detecting tomato 

leaf diseases using the Support 

Vector Machine (SVM) 

algorithm and Deep Learning 

algorithms using the 

Convolutional Neural Network 

(CNN). Extraction feature, 

Gaussian/Radial Basis Function 

(RBF) kernel and training using 

the SMO algorithm with a 

maximum violating pair for 

training using the Support 

Vector Machine. Convolutional 

Neural Network uses Texture 

feature extraction from the 

GLCM (Gray Level Co-

occurrence Matrix) process 

previously produced 2 (two) 

texture feature data (energy and 

entropy) in the form of matrices. 

The matrices are then converted 

to images. Image is used as 

input in the convolution and 

ReLU (Rectified Linear Unit) 

The weakness of the 

research "Implementation 

of CNN and SVM for 

Identification of Tomato 

Diseases via Leaves", the 

use of image datasets is 

around 200 image datasets. 

It would be better to use a 

dataset of around 2000 

images. This can produce 

more models in detecting 

diseases in tomato plant 

leaves. 
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processes, max-pooling (down 

sampling) and flatten. Getting 

SVM accuracy around 95% and 

CNN accuracy around 97,5%.  

(Rozaqi et al., 

2021) 

Disease Detection on 

Potato Leaves Using 

Image Processing with the 

Convolutional Neural 

Network Method 

Research for diseases on potato 

leaves using the Convolutional 

Neural Network algorithm. And 

get an accuracy of about 95% 

and a loss value of around 

0.0711. 

The research "Disease 

Detection on Potato 

Leaves Using Image 

Processing with the 

Convolutional Neural 

Network Method" uses a 

dataset of 1200 images. 

The use of datasets for this 

research is still relatively 

small. 

(Muchtar et 

al., 2021) 

Septoria Detection in 

Tomato Plants with 

Raspberry Pi-based Deep 

Learning Method 

This research describes the 

detection of tomato leaves using 

the Deep Learning method. In 

carrying out its implementation, 

the training result model is 

embedded into the Raspberry Pi 

equipped with the Intel 

Movidius Neural Computing 

Stick. Intel Movidius Neural 

Computing is a Vision 

Processing Unit (VPU) or 

processing accelerator. The 

accuracy of this research is 

95.89%. 

Does not display how 

many image datasets were 

trained. So that the article 

readers don't know how to 

do training using image 

datasets. 

(Awalia, 

2022) 

Identification of Leaf Mold 

Disease on Tomato Leaves 

Using the Densenet121 

Model Based on Transfer 

Learning 

This research detects disease on 

tomato leaves using the 

Convolutional Neural Network 

(CNN) algorithm with the 

DenseNet121 method and 

transfer learning. from the 

training results get an accuracy 

of 92.6%. 

The research 

"Identification of Leaf 

Mold Disease on Tomato 

Leaves Using the 

Densenet121 Model Based 

on Transfer Learning", has 

not made comparisons 

with other methods or 

algorithms such as 

VGG19, Inception or 

GoogleNet. 

 

From the research in table 1, there are several advantages and disadvantages. This research does not look for 

weaknesses in tomato leaf research. But it complements the research that has been done. The image data used is 

still small if it is processed with the Deep Learning algorithm. There are no limitations for datasets using Deep 

Learning. The research gap between this research and previous research is the use of datasets for Deep Learning. 

The state-of-the-art is that this research uses a dataset of 7000 images, accuracy with Google-Net: 98.10%, loss of 

0.0602 and EfficientNetB3 resulted in an accuracy of 99.94%, loss: 0.1966. 

 

METHOD 

Dataset, totaling more than 20,000 images of tomato leaves with 10 diseases and 1 healthy class. Images 

collected from the lab and from the wild. The aim is to develop a mild model that can predict tomato leaf disease, 

only for training model classification. The dataset consists of 1 class of healthy leaf dataset, 10 class of diseased 

leaf image dataset: Late blight, Early rot disease, Septoria leaf, Tomato Yellow Leaf Curl Virus, Bacteria, Target 

Place, Tomato virus, Leaf Print, Spidermites Two-spotted spider mite, Powdery mildew. 

  

Convolutional Neural Network (CNN) 

A Convolutional Neural Network (CNN) is a type of deep learning neural network that is commonly used in 

image and video processing tasks (Uparkar et al., 2023), (Pereira et al., 2023). CNNs are designed to process data 
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that has a grid-like topology, such as an image, where each element of the grid (pixel) is connected to its local 

neighbors. 

A CNN typically consists of several layers, with the first layer being the input layer, and the last layer being 

the output layer. The input layer receives the image data, and the output layer produces the final prediction or 

classification. In between the input and output layers are multiple hidden layers, which are used to extract features 

from the input data. 

The most important layers of a CNN are the convolutional layers and the pooling layers. The convolutional 

layers are used to extract features from the input data by applying a set of filters to the input data. Each filter is 

designed to detect a specific feature in the input data. The pooling layers are used to reduce the spatial resolution 

of the input data by combining the values of nearby pixels. This helps to reduce the computational cost of the 

network and also helps to prevent overfitting. 

After the feature extraction, the features are passed through fully connected layers, which are used to classify 

the input image into one of several predefined classes. A CNN can also be used for image segmentation and object 

detection tasks. 

CNNs have been known to perform well on image and video recognition tasks, and are used in a variety of 

applications such as self-driving cars, medical imaging, and facial recognition. The specific mathematical formula 

used in a convolutional neural network (CNN) will vary depending on the specific architecture of the network and 

the problem it is trying to solve. However, a general formula for the computation of a convolutional layer in a 

CNN can be represented as: 

 

Output (i, j, k) = ∑m∑n∑c Input (i + m, j + n, c)  (1) 

 

* Filter (m, n, c, k) 

 

In this formula, the output of the convolutional layer is represented by the 3D tensor Output, which has 

dimensions (i, j, k). The input to the convolutional layer is represented by the 3D tensor Input, which has 

dimensions (i, j, c). The filter used in the convolutional operation is represented by the 4D tensor Filter, which has 

dimensions (m, n, c, k). 

The symbols i, j, m, and n represent the spatial dimensions of the output and input tensors, respectively. The 

symbols c and k represent the number of channels in the input and output tensors, respectively. The convolution 

operation is performed by taking the dot product of the input tensor and the filter tensor, and then summing over 

the m and n dimensions. 

A common operation after a convolutional layer is to apply a non-linear activation function, such as ReLU 

(Rectified Linear Unit) function, which is typically applied element-wise to the output of the convolutional layer. 

This activation function can be applied with a formula: 

 

Output (i,j,k) = max (0, Input(i,j,k))                                              (2) 

 

This is a basic formula for the computation of a convolutional layer in a CNN, but the actual implementation 

of CNNs can be quite complex and may include additional operations such as pooling, batch normalization and 

dropout. 

 

EfficientNet B3 

Efficient-Net B3 (de Zarzà et al., 2022) is a family of convolutional neural networks (CNNs) (Lee et al., 

2022) that were developed by Google AI in 2019. The goal of EfficientNet is to improve the accuracy of CNNs 

while also reducing their computational cost. This is achieved by using a combination of several techniques such 

as scaling up the model's architecture, using deeper and wider layers, and applying a compound scaling method to 

balance the trade-off between accuracy and efficiency. The EfficientNet model architecture is based on the concept 

of scaling up the model's architecture while also scaling up the input image size. This is achieved by increasing 

the resolution of the input image, and also increasing the depth and width of the network layers. Additionally, the 

model also uses depth-wise separable convolutions which are more efficient than standard convolutions. 

The compound scaling method is used to balance the trade-off between accuracy and efficiency. This method 

adjusts the model's architecture, input image resolution, and model's parameters to optimize the model's 

performance. The result is a family of models, each with a different level of accuracy and efficiency. EfficientNet 

has been shown to achieve state-of-the-art accuracy on several image classification benchmarks, while also being 

more computationally efficient than other models. It is used in various applications such as object detection, image 

segmentation, and more. The specific formula used in the EfficientNet method depends on the specific architecture 

https://doi.org/10.33395/sinkron.v8i2.12218
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of the network and the problem it is trying to solve. However, the general method for building an EfficientNet 

model is based on the compound scaling method which consists of three main elements: 

 

1. Scaling the model's architecture 

2. Scaling the input image resolution 

3. Scaling the model's parameters 

 

The formula used to scale the model's architecture is: 

 

Width (i) = α * Width (i-1)                                            (3) 

 

Depth (i) = β * Depth (i-1)                                            (4) 

 

Resolution (i) = γ * Resolution (i-1)                             (5) 

 

Where i is the index of the model in the EfficientNet family, Width(i) is the width of the model at index i, Depth(i) 

is the depth of the model at index i, Resolution(i) is the input image resolution of the model at index i, α, β, and γ 

are scaling coefficients that are chosen to optimize the model's performance. 

 

The formula used to scale the model's parameters is: 

 

Learning Rate = η * min (1, (batch size * steps) / (256 * steps))                (6) 

 

Weight Decay = λ * η                                                                                 (7) 

 

Where η is the initial learning rate, batch size is the number of examples per batch and steps is the total number of 

training steps. λ is a coefficient that is chosen to optimize the model's performance. 

 

The EfficientNet method also uses a set of techniques to improve the model's efficiency such as depth-wise 

separable convolutions, swish activation function, and efficient head architecture. The specific implementation of 

the EfficientNet method may include additional techniques to improve the model's performance, such as data 

augmentation, and transfer learning. 

 

GoogleNet 

Google-Net (Teerakawanich et al., 2020) is a convolutional neural network architecture developed by Google 

for the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) in 2014. The architecture uses the 

Inception module, which allows the network to extract features at multiple scales and dimensions, resulting in 

improved performance over traditional CNN architectures. GoogleNet was able to achieve state-of-the-art 

performance on the ImageNet dataset and was a key factor in the development of deep learning techniques. 

The mathematical formulation of GoogleNet can be quite complex, as it involves a large number of 

convolutional layers, pooling layers, and fully connected layers. However, the core component of the architecture 

is the Inception module, which can be mathematically represented as follows: 

1. The input of the Inception module is passed through multiple convolutional layers, each with different filter 

sizes (e.g., 1x1, 3x3, 5x5) and strides. These convolutional layers extract features at different scales and 

dimensions. 

2. The output of these convolutional layers is then passed through a pooling layer, which is used to reduce the 

spatial dimensions of the input. 

3. The output of the pooling layer is concatenated with the output of the 1x1 convolutional layer, which serves as 

a "bottleneck" layer that helps to reduce the number of parameters in the network. 

4. The concatenated output is then passed through additional fully connected layers before producing the final 

output. 

Overall, GoogleNet architecture (Jahandad et al., 2019)was designed to be deep, with multiple layers and a 

large number of filters, which allows it to learn complex features and improve performance on image recognition 

tasks. 
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RESULT 

In training the tomato dataset using the GoogleNet algorithm, it can be obtained as follows: 

1. Architecture GoogleNet 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3 Summary Architecture Google-Net 

Source: Property Researcher 
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Fig. 4 Training and validation accuracy & loss Google-Net 

Source: Property Researcher 

 

The use of the GoogleNet Algorithm in detecting diseases in tomato leaves achieves an accuracy of 98.10% and a 

loss of around 0.0602. 

 

2.  EfficientNet B3 

 
 

Fig. 5 EfficientNet-B3 model 

Source: Property Researcher 
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Fig. 6 Training and validation accuracy & loss EfficientNet-B3 

Source: Property Researcher 

 

The use of the GoogleNet Algorithm in detecting diseases in tomato leaves achieves an accuracy of 99.94% and a 

loss of around 0.1966 

DISCUSSIONS 

EfficientNet is a neural convolution algorithm (CNN) that is used to classify images. In detecting diseases 

on tomato leaves, EfficientNet can be used to identify the types of diseases that appear on tomato leaves by 

classifying the images of tomato leaves taken. One of the advantages of using EfficientNet in disease detection on 

tomato leaves is its ability to capture features better than other algorithms used for disease detection. This is 

because EfficientNet has an architecture that is more efficient in capturing important features and can save on the 

number of parameters used. In addition, EfficientNet also has the ability to transfer learning, which is to utilize 

knowledge obtained from other datasets to be used in new datasets. This can improve accuracy in disease detection 

on tomato leaves. In the research conducted, EfficientNet B3 was able to achieve a fairly high accuracy in detecting 

diseases on tomato leaves, namely 99.94%. However, keep in mind that these results only refer to the conditions 

and datasets used in the study. 

GoogleNet is a neural convolution algorithm (CNN) developed by Google. In detecting diseases on tomato 

leaves, GoogleNet can be used to identify the types of diseases that appear on tomato leaves by classifying the 

images of tomato leaves taken. GoogleNet has an architecture known as Inception, which allows the algorithm to 

capture different features in an image using multiple filters on a single layer. This can improve accuracy in disease 

detection on tomato leaves. Apart from that, GoogleNet also has the ability to transfer learning, which is to use 

knowledge obtained from other datasets to be used in new datasets. This can improve accuracy in disease detection 

on tomato leaves. In the research conducted, GoogleNet was able to achieve an accuracy of 98.10% in disease 

detection on tomato leaves. However, keep in mind that these results only refer to the conditions and datasets used 

in the study. GoogleNet, although it has lower accuracy than EfficientNet B3 in this study, GoogleNet can still be 

used as an alternative in detecting diseases on tomato leaves. However, keep in mind that the selection of the 

algorithm used must be in accordance with the conditions and available datasets. 

 

CONCLUSION 

From the results given, it can be seen that EfficientNet B3 has higher accuracy than GoogleNet. This significant 

difference in accuracy may indicate that EfficientNet B3 may be better at handling a given problem compared to 

GoogleNet. However, keep in mind that these results are only valid for the given problem and cannot be 

generalized to other problems. EfficientNet B3 has higher accuracy compared to GoogleNet, with values of 

99.94% and 98.10% respectively. This shows that EfficientNet B3 is more effective in classifying images than 

GoogleNet. 
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