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Abstrak 

Dengan lebih dari 261 juta penduduk, Indonesia memiliki sekitar 15.000 desa, menurut Kementerian 
Desa, Pembangunan Daerah Tertinggal, dan Transmigrasi. Di antaranya, 1.406 berada di Jawa Barat. 
Dari jumlah tersebut, 504 di antaranya maju, 464 berkembang, 390 tertinggal, dan 48 sangat tertinggal. 
Model pembelajaran mesin CatBoost digunakan untuk mengklasifikasikan dana desa di Jawa Barat 
dari tahun 2018 hingga 2021 dan memiliki peringkat akurasi 75%, peringkat presisi 79%, penarikan 
kembali 79%, dan skor f1 79%, menunjukkan kinerjanya yang sangat baik. Namun, poin data yang 
hilang harus dihilangkan dari analisis dan disarankan agar metode yang lebih canggih untuk 
menangani nilai yang hilang harus digunakan dalam penelitian selanjutnya. Selain itu, penyetelan 
hyperparameter dapat digunakan untuk meningkatkan performa model, dan berbagai metrik dapat 
digunakan untuk menilai hasil secara akurat. Secara keseluruhan, CatBoost dapat bermanfaat bagi 
Pemerintah Indonesia untuk mengklasifikasikan dana desa berdasarkan statusnya, menyalurkan dana 
secara lebih akurat dan efisien, serta mengamati situasi desa dari tahun ke tahun. 
 
Kata Kunci: Algoritma CatBoost; Klasifikasi; Indonesia; Dana Desa. 
 

Abstract 

With over 261 million inhabitants, Indonesia is home to approximately 15,000 villages, according to 
the Ministry of Villages, Disadvantaged Regions, and Transmigration. Among these, 1,406 are in 
West Java. Of these, 504 of them are advanced, 464 are developing, 390 are disadvantaged, and 48 
are very disadvantaged. The CatBoost machine learning model was used to classify village funds in 
West Java from 2018 to 2021 and had an accuracy rating of 75%, precision rating of 79%, recall of 
79%, and f1 score of 79%, demonstrating its excellent performance. However, missing data points 
had to be removed from the analysis and it is suggested that a more sophisticated method for handling 
missing values should be used in future studies. In addition, hyperparameter tuning could be 
employed to increase the model's performance, and a variety of metrics could be used to accurately 
assess the results. Overall, CatBoost may be of benefit to the Indonesian Government in order to 
classify village funds according to their status, channel funds more accurately and efficiently, and 
observe the situation of a village year-over-year. 
 
Keyword: CatBoost Algorithm; Classification; Indonesia; Village Fund. 
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1. Introduction 
 
A country with more than 261 million inhabitants [1], Indonesia is one of the world's ten largest 

economies and has a per capita income of US$9,270 (PPP) in 2013 [2]. Its unique geography, 
comprising an archipelago of more than 17,000 islands distributed over five large islands and 33 
provinces, adds to its cultural diversity, as well as presenting significant challenges in terms of 
infrastructure and connectivity between different regions. This diversity and complexity of 
Indonesia's geography contribute to its distinctiveness, while also highlighting the need for tailored 
approaches to development and governance. It has been revealed that Indonesia has approximately 
15,000 villages and 1,406 of them are in West Java, according to data provided by the Ministry of 
Villages, Disadvantaged Regions, and Transmigration at the Dissemination Meeting in Jakarta on 
April 1, 2016. Of these, 504 of them are advanced, 464 are developing, 390 are disadvantaged, and 
48 are very disadvantaged. According to Law No. 6 of 2014 [1][3][4], a village, recognized as part of 
the Indonesian unitary state system, is authorized to regulate and manage local governance affairs 
and community interests based on traditional and customary rights, as well as community initiatives, 
with territorial boundaries and authority designated for the community unit [3]–[5]. Through the 
Village Law, villages will be able to become economically independent, democratic, and progressive, 
laying the groundwork for effective governance [5]. It has been achieved through the implementation 
of various empowerment and development initiatives in villages. 

 The topic of village funds in Indonesia has been discussed in several studies. A study 
conducted of priority program selection of village fund using the k-means method [6], as a result of 
investigating the prioritization of village fund programs using the k-means method, this study aims 
to assist village officials in determining which programs should receive priority funding for their 
village funds, providing help to those determining how they can improve their village funds. In 
addition, grouping of village status in west java province using the Manhattan, Euclidean and 
Chebyshev methods on the k-mean algorithm [7], according to this study, the k-means algorithm is 
useful for clustering village data and prioritizing fund distribution, with Chebyshev being the most 
efficient distance calculation method, and Euclidean being the most efficient method for determining 
cluster status using the Davies Index. Other study of decision support system for determination of 
village fund allocation using AHP method [8], the study analyzed village fund management in Siborna 
village using the AHP method to identify factors that hinder or support it, with the village of 
Vegetable Farm being recommended for a government fund allocation of 3,0000. Moreover another 
study of implementation of linear    regression algorithm and support vector regression in building 
prediction models fish catches of fishermen in ciparagejaya village [9] concluded linear regression 
algorithm and support vector regression algorithm resulting in a smallest RMSE value of 0. 
Furthermore, a study of technique for order preference method by similarity to ideal solution 
(TOPSIS) for decision support system in determining the priority for receiving village fund assistance 
[10] has been conducted and shows the use of a Decision Support System (DSS) with TOPSIS 
method can resolve problems faced by the STM Hulu TigaJuhar sub-district in accurately determining 
priority for receiving Village Fund assistance. 

 In accordance with the study mentioned above, village funds are distributed in a manner 
inconsistent with the existing priority scale [6], [10] as well ineffective and inefficient [7], [8]. Aside 
from that, most of the studies conducted by the researchers used an unsupervised learning approach. 
We aim to evaluate the categorical boosting (CatBoost) algorithm as a supervised learning method 
for classifying data of village fund in west java [11] in this study. Due to the importance of rural 
development, this study on the distribution of village funds is extremely necessary, because the 
distribution of funds accurately and fairly can have a significant impact on the lives of people living 
in rural areas. Using supervised learning techniques, like the CatBoost algorithm, a more accurate 
classification process can be achieved in order to distribute funds more equitably and to increase 
process efficiency. Likewise, the results of this study can assist policymakers and government officials 
in determining how to allocate resources to rural development in the future based on the findings. 
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2. Methods 
 
2.1 Preprocessing 

Missing values, noise, inconsistencies, and voluminous data generated from various sources are 
possible characteristics of data obtained from various sources [12]. As a result of these imperfect 
data, a data preparation stage is required for cleaning and preparing the data for analysis. Among the 
many meaningful steps that machine learning provides, data preprocessing is one of the most 
important [13]. Because of these factors, this step typically takes a substantial amount of time and 
must be completed carefully to ensure that the modeling process is as efficient as possible. In order 
to reduce complex, noisy, and irrelevant elements, data pre-processing involves several steps, 
including data preparation, integration, cleaning, normalization, scaling, and data reduction 
techniques [14], including feature selection and discretization [15]–[18]. Here, the goal is to develop 
a final dataset suitable for machine learning (ML) analysis. 
 
2.2 Categorical Boosting (CatBoost) 

A machine learning framework known as CatBoost was developed in 2018 by Dorogush [19] as 
an improved variation of the Gradient Boosting Decision Tree (GBDT) toolkit [16], similar to 
XGBoost [20]. By using this algorithm, gradient bias and prediction shift problems can be addressed. 
With this model, categorical features are automatically regarded as numerical characteristics by an 
algorithm, and a combination of category features can be utilized to benefit from connections 
between features [16], [21]. Furthermore, the tree model is perfectly symmetrical and reduces 
overfitting while improving accuracy and generalizability. In addition, the formula for categorical 
boosting algorithm is explained in formula 1. 
 

𝑦 = 𝛴𝑖 = 1𝑇𝑓𝑖(𝑥𝑖) (1) 

 

Where 𝑦 is the predicted target value, 𝑇 is the number of trees in the ensemble, 𝑓𝑖 is the 𝑖-th 

tree and 𝑥𝑖 is the feature vector for the 𝑖-th tree. In words, this equation states that the estimated 

value 𝑦 has the same value to the sum of the predicted values of each individual decision tree in the 

ensemble, with each decision tree being a function of the input feature vector 𝑥𝑖. The model 
combines the predictions of all the trees to generate a final prediction. 
 
 

3. Result and Discussion 
 

Data of village funds in West Java from 2018 to 2021, obtained from Kaggle, consisted of 22187 
values. The summary of data is described in table 1. 

 
Table 1. Raw data of village fund 

 
Upon examination we've found some null values in the data. These null values will impact the 

performance of the machine learning model. Therefore, as part of preprocessing process, some null 
values were removed by filtering out the null values of the Anggaran and Penyaluran columns. This 
resulted in a total of 21173 data. Since there was no categorical status provided in the village data, a 
status category was created based on the median of the data. This classification was based on the 

Year Kabupaten Desa Anggaran Penyaluran 

2021 Bogor Cisarua 3233745000 3233745000 
2020 Bogor Cisarua 2960868000 2960863248 
2020 Bekasi Babelan Kota 2820159000 2820159000 

... ... ... ... ... 
2018 Sukabumi Warungreja 953036000 953036000 
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categories provided by the Ministry of Villages, Disadvantaged Regions, and Transmigration at the 
Dissemination Meeting, which consisted of "very disadvantaged," "disadvantaged," "developing," 
and "advanced." The division of village status was done by comparing the village's "Anggaran" 
column to the median budget of all villages: if a village's budget was less than half of the median, it 
was classified as "very disadvantaged"; if it was between half and the median, it was classified as 
"disadvantaged"; if it was between the median and 1.5 times the median, it was classified as 
"developing"; and in case it was more than 1.5 times the median, it was classified as "advanced." 
Furthermore, we put the value of division village into "anggaran_classification" column. The data 
with "anggaran_classification" is describes as in Table 2. 

 
Table 2. Data of village fund with status of village 

 
In the event that the data has been normalized to a sufficiently high degree, then the CatBoost 

algorithm may be applied. CatBoost's effectiveness was confirmed by a variety of evaluation metrics, 
including accuracy, precision, recall, and F1 score, which are used to measure CatBoost's 
effectiveness. A measure of accuracy is calculated by dividing the number of true positives by the 
total number of predictions that have been made [22]–[25]. Likewise, precision is expressed in terms 
of the ratio of the number of correctly predicted positive instances to the total number of correctly 
predicted positive instances [26]. When it comes to recall, it is calculated by comparing the number 
of instances that were correctly predicted as positive to the number of instances that were actually 
positive, and it is rated accordingly [26]. Further to this, the F1 score is calculated by calculating the 
harmonic mean of the precision and recall measurements [22]. This score is used in order to evaluate 
the overall performance of the model as a whole. It was determined from the results of the evaluation 
that the accuracy of the model was 75%, the precision of the model was 79%, the recall was 79%, 
and the F1 score was 79%. 

 
 

4. Conclusion 
 

It was found that CatBoost machine learning model worked well on the village funds in West 
Java from 2018 to 2021 and had an accuracy rating of 75%, precision rating is 79%, recall is 79%, 
and f1 score is 79%, demonstrating its excellent performance. It was essential to introduce a distinct 
column for the status of each village based on the median value of the data, since the original data 
itself did not contain much information of this type. Even though some data points were missing due 
to null values, metrics indicated that CatBoost could be used to classify village funds in a manner that 
is accurate. A more sophisticated method of handling missing values such as imputation techniques 
is suggested for future studies than simply removing them from the study and just removing them 
from the analysis. Moreover, it is necessary to determine the status of a village within the framework 
of applicable laws and regulations. As a further enhancement, hyperparameter tuning could be 
employed to increase the model's performance, and a variety of metrics such as ROC curve, AUC or 
logarithmic loss could be employed to accurately assess the results. CatBoost may be of benefit to 
the Indonesian government to classify village funds according to their status in order to channel funds 
more accurately and efficiently. Furthermore, the government might be able to observe the situation 

Tahun Kabupaten Desa Anggaran Penyaluran anggaran_classification 

2021 Bogor Cisarua 3233745000 3233745000 advanced 
2020 Bogor Cisarua 2960868000 2960863248 advanced 
2020 Bekasi Babelan 

Kota 
2820159000 2820159000 advanced 

... ... ... ... ... ... 
2018 Sukabumi Warungreja 953036000 953036000 disadvantaged 
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of a village year-over-year, and if it remains in the same condition year-over-year, it would be able to 
determine what improvements are needed. 
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